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Discovering and documenting brilliance
A novel multimodal annotation method

Alexander Murzaku*, Pontish Yeramyan, Curt Anderson, Steven Buxbaum, 
Ruben Diaz, Marielle Lerner, Armenui Minasyan, Hazel Mitchley,  

Jodie-Ann Pennant, Mia Shang, Brisa Speier Brito

Abstract: The pursuit of understanding human brilliance has long fascinated scholars, practi-
tioners, and observers across various domains of performance. Capturing and understanding 
human brilliance is an important endeavor, as it allows us to gain insight into the motivations 
behind extraordinary achievements. However, brilliance remains a complex phenomenon 
that eludes simple characterization. In this paper we propose a methodology for investigating 
brilliance. We use structured interviews with high-achieving individuals to document the 
language surrounding their accomplishments, and code this language using seven distinct 
themes. Each interview is then annotated using a multimodal annotation schema that cap-
tures a variety of linguistic and paralinguistic features, including phonetic information, hand 
gesture, and eye gaze. This system allows us to discover and document the tacit knowledge 
that underlies human brilliance and make inroads in understanding the full communicative 
expression of brilliance.

Keywords: Multimodal Annotation, Tacit Knowledge, Thematic Analysis, Corpus Analysis, 
Human Brilliance.

1. Introduction

The pursuit of understanding human brilliance has long fascinated scho-
lars, practitioners, and observers across various domains of performance, be it 
in the arts, sciences, sports, or leadership. Efforts to define brilliance, as well 
as the exploration into what drives exceptional performance, follow various 
approaches. Simonton uses his historiometric approach to reverse engineer 
genius, by investigating «the most eminent figures of history, whether crea-
tors or leaders, using various at-a-distance quantitative methods, including 
computer content analysis of primary documents such as creative products 

* Saint Elizabeth University, Morristown, NJ, USA and Leveraging Genius Institute at Gap Interna-
tional, Springfield, PA, USA. amurzaku@steu.edu and alex.murzaku@gapinternational.com. All co-au-
thors are members of the Leveraging Genius Institute at Gap International and can be contacted at 
first.last@gapinternational.com.
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or private correspondence» (Simonton 2016, 4). However, brilliance remains 
a complex phenomenon that eludes simple characterization. This complexity 
necessitates innovative methodologies to uncover the underlying elements that 
compose it.

The methodology described in this paper explores what contributes to bril-
liance through interviews and offers the possibility of a nuanced analysis facili-
tated by multimodal annotations. When participants articulate their journeys, 
philosophies, and reflections, they provide clues to the mental frameworks 
and attitudes that underpin their performance. However, the richness of these 
verbal accounts often contains subtleties and nuanced expressions of thought 
and emotion that traditional analysis methods may overlook. Multimodal an-
notation is a method that leverages multiple data types — textual, auditory, vi-
sual, and kinesthetic cues — to enrich the interpretation of conversation. This 
composite approach allows researchers to not just listen to what is said but to 
also tune into how it is expressed. Multimodal analysis offers a glimpse into 
not only what people do during their expression of brilliance and how they 
do it, but also what drives them, what triggers their moments of genius. This 
paper proposes a method to capture and document what creates brilliance.

2. Brilliance as tacit knowledge

Human history is filled with many documented examples of brilliant minds 
and talents that have influenced the path of human progress. From Socrates 
to Shakespeare, from Da Vinci to Einstein, from Beethoven to John Lennon, 
each has left an indelible mark on their respective fields, demonstrating how 
individual brilliance can drive forward entire domains of human endeavor.

The role of brilliance in human evolution can be seen as a catalyst for 
growth, for adaptation, and for transformation. It has enabled humanity to 
transition from basic survival to advancing human knowledge and technology, 
pushing the boundaries of what it means to be human and how we understand 
and interact with the world around us.

Examples of brilliance are manifested in the corporate world as well throu-
gh innovative business strategies, groundbreaking products that we all use, ef-
fective leadership, and transformative organizational cultures. Brilliant minds 
like Steve Jobs at Apple, Jeff Bezos at Amazon, Larry Page and Sergey Brin 
at Google, or Elon Musk at Tesla show that brilliance does not rest solely on 
individual genius but also on the ability to foster innovation, adapt to change, 
and execute visionary strategies that drive businesses — and sometimes entire 
industries — forward.

While brilliance often involves a unique combination of talent, creativi-
ty, and insight that seems inherently personal, organizations can implement 
practices to capture and disseminate these brilliant sparks. Capturing and 
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documenting the insights, methodologies, and creative processes of brilliant 
individuals in knowledge repositories allows organizations to preserve this va-
luable information. However, it remains in the domain of information; what 
is missing is capturing brilliance in action, brilliance in performance.

Brilliance in performance, or genius, refers to the outstanding display of 
skill, talent, and ability routinely transcending standard expectations. It’s the 
combination of innate aptitude, rigorously honed skills, deep understanding, 
and often an innovative or creative approach that separates merely good per-
formances from truly exceptional ones.

Documenting and preserving brilliance in performance, whether it per-
tains to artistic achievements, stellar scientific contributions, or exceptional 
leadership, involves capturing not only the tangible outcomes of such efforts 
but also the processes, insights, and nuances that characterize them. This is 
a multifaceted endeavor that demands careful attention to both the tangible 
and intangible aspects of achievements. What is collected in this endeavor are 
two forms of knowledge labeled as explicit knowledge and tacit knowledge 
(Polanyi 1958). Brilliance lives in tacit knowledge.

Explicit knowledge is verbalized, documented and easily transferred. In 
contrast, tacit knowing is a way of knowing without telling, highlighting the 
nature of certain types of knowledge - knowledge that one can act upon but 
finds difficult to fully articulate or transfer solely through written or spoken 
word (Polanyi 1966, 18). «[T]acit knowledge is knowledge hidden from the 
consciousness of the knower» point out Olomolaiye and Egbu (2005, 770), 
and Casonato and Harris (1999, quoted in Dampney, Busch, and Richards 
2002, 3) observe that «[t]acit knowledge includes skills, experiences, insight, 
intuition and judgment. It is typically shared through discussion, stories, ana-
logies and person-to-person interaction; therefore, it is difficult to capture or 
represent in explicit form». There is tacit knowledge in the understandings, 
skills and philosophies developed by societies with long histories of interaction 
with their natural surroundings. For rural and indigenous peoples, local know-
ledge informs decision-making about fundamental aspects of day-to-day life. 
This knowledge is integral to a cultural complex that also encompasses langua-
ge, systems of classification, resource use practices, social interactions, ritual 
and spirituality (UNESCO 2014). Discussing tacit teaching, Miton and De-
Deo (2022) point out that explicit knowledge can become tacit once the code 
required to express it is lost, and tacit knowledge can become explicit in cases 
where it can be codified. They found that tacit knowledge is acquired through 
socialization and sharing direct experience and interactions with others.

In a series of studies, Guarasci et al. (2008, 2010) explore the tacit know-
ledge of master craftsmen whose products are arguably the output of decades, 
sometimes centuries, of accumulated experiences, driven by what we consider 
brilliance or genius. They propose the creation of formalized workflows and 
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methods for the development of knowledge repositories necessary for guaran-
teeing continuity and succession related to specialized practices. In the field 
of goldsmith handcraftsmanship, for example, they identified a strong need 
to represent the regularly used knowledge and know-how of master craftsmen 
that allows for the production of exclusive and highly valuable products, wi-
thout the need to describe and structure the whole production cycle.

According to Polanyi (1966, 17) true knowledge lies in our ability to use 
it. How can we use the brilliance of a master? Chess players, stresses Polanyi, 
enter into a master’s spirit by rehearsing the games the master played to disco-
ver what the master had in mind, in an effort to acquire that tacit knowledge 
(Polanyi 1966, 30). We propose that a more direct path is needed to reliably 
access brilliance.

The multimodal analysis proposed in this paper allows for a deep explo-
ration of the “why”: why the chess master spends untold hours to study and 
improve, why the master goldsmith in Calabria keeps visualizing and crea-
ting works of beauty, what contributes to their brilliance, to their genius. The 
“why” is the most opaque part of tacit knowledge and its transmission is made 
possible by a thorough analysis of not only knowledge as linguistic content but 
also the manner in which it is expressed by the expert.

Language is the standard medium of knowledge documentation and tran-
sfer, but representing an individual’s brilliance cannot rely on traditional me-
ans to study and preserve this tacit knowledge. Furthermore, tacit knowledge, 
when transferred, is often shared through face-to-face interactions. To capture 
the multidimensionality of genius and its expression requires a holistic appro-
ach to language analysis beyond a strictly unimodal view.

3. Language is multimodal

Traditional linguistic analysis is often unimodal, focusing on information 
expressed in a single modality and overlooking other linguistic and paralin-
guistic information that might be simultaneously present in other modalities. 
For instance, a mainstream semantic analysis might center around linguistic 
units such as morphemes, words, phrases, or constructions while idealizing 
away from non-syntactic information that might nevertheless contribute to 
the meaning of an utterance. In face-to-face interaction, though, speakers and 
hearers simultaneously use and integrate visuospatial and speech modalities 
during communication. If the analysis of language privileges a single channel, 
this ignores the wealth of additional information available when language is 
used face-to-face, including modulation of pitch and intonation, hand gestu-
res, eye gaze, facial expression, and body posture. These are not just add-ons to 
the speech signal but are highly integrated into producing and understanding 
utterances. Based on this observation, there has been a growing movement to 
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analyze language as a multimodal phenomenon that is expressed simultaneou-
sly in visual and auditory channels (Holler and Levinson 2019; Perniss 2018).

Supporting this view that language is a multimodal phenomenon is abun-
dant evidence that hearers use information from multiple modalities when un-
derstanding language. The classic example of this is the McGurk effect (Mc-
Gurk and MacDonald 1976; MacDonald and McGurk 1978), where a voice 
saying [ba] is paired with a face articulating [ga], resulting in the perception 
of [da] in order to reconcile contradictory auditory and visual information. 
Visual information is used in other ways as well; for instance, speech is proces-
sed, interpreted, and even produced faster when facial articulatory movements 
can be seen (van Wassenhove, Grant, and Poeppel 2005; Drijvers and Holler 
2023).

In addition to the visual modality corresponding to the face and mouth, 
there is evidence that co-speech gestures are also exploited by listeners and spe-
akers. Adult speakers often use gesture when speaking (McNeill 1992; 2005; 
Kendon 2004; Goldin-Meadow 2003; Clark 1996), while children produce 
gestures even before speech, and the presence of gesture predicts certain lin-
guistic milestones in language acquisition (see Goldin-Meadow 2014 for an 
overview). Gestures that mismatch a prior spoken word or are semantically in-
congruent with the spoken word show an N400 effect, an event-related poten-
tial (ERP) component in electroencephalogram (EEG) studies that is argued 
to index semantic anomaly (Kutas and Federmeier 2011). Listeners are sensi-
tive to the temporal overlap between co-speech gestures and speech (McNeill 
1992; Church, Kelly, and Holcomb 2013; Loehr 2007), and the integration 
of gesture with speech is partially determined by the emotional valence of the 
utterance (Levy and Kelly 2020; Kelly and Tran 2023).

Information from the visual modality can be linked to the utterance syn-
tactically, semantically, and pragmatically. For instance, speakers are better at 
verbally communicating a two-dimensional shape to another speaker when 
allowed to use hand gestures (Graham and Argyle 1975), with the effect more 
pronounced when the shape was designed to be more difficult to communica-
te. This shows gesture may carry semantic information that can be understood 
by listeners. Iconic gestures contribute to the meaning of an utterance as well. 
A person might say “I didn’t see it coming” while pantomiming the image of a 
car blind-siding them. Kelly et al. (1999) show that participants, when asked 
to summarize what was said, include in their summaries information that was 
contributed solely through iconic gestures. Co-speech gestures also contribute 
to how utterances cohere in a discourse (Lascarides and Stone 2009).

Some types of phonetic information can be integrated into an utterance in 
ways that are troublesome for mainstream approaches. For instance, formal 
semantics often identifies morphemes as the unit of semantic composition, 
but lengthening a vowel can sometimes signal semantic information that’s not 
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strictly expressed by the morpheme itself (e.g., it was a looong movie), com-
plicating traditional approaches to compositionality. Phonetic information is 
also used to convey pragmatic information such as irony and sarcasm, which 
are not necessarily found in the morphemic content of the utterance. Bryant 
and Fox Tree (2002) extracted sarcastic and non-sarcastic utterances from ra-
dio talk shows and presented them to experiment participants; participants 
were unable to distinguish which utterances were sarcastic or non-sarcastic 
based on the text of the utterance but could do so when the sound recordings 
were played. Filled pauses, like uh and um, control the flow of the discourse 
(Clark and Fox Tree 2002; Cossavella and Cevasco 2021), again operating di-
stinctly from the morphemes in the utterance. And while the precise mapping 
between emotions and prosody is not perfectly understood (Larrouy-Maestri, 
Poeppel, and Pell 2024), experiments have shown that emotions and attitudes 
can be recognized based on the quality of voice alone (Pell 2006; Dara, Mo-
netta and Pell 2008; Monetta, Cheang and Pell 2008). These examples show 
that we might gain better insight into language by setting aside assumptions 
about what can contribute to semantics and pragmatics, namely assumptions 
that understanding is based purely on words or morphemes alone.

This is a small sampling of the literature that shows that paralinguistic fea-
tures are closely linked to speech, but it makes a case that language is expressed 
through multiple modalities simultaneously. Importantly, as Massaro (1987) 
points out, not only are these paralinguistic features used to encode part of the 
message, but they are also used in the interpretation of the message. There has 
therefore been a growing movement for corpora of spoken communication to 
include more than just transcripts of the spoken word, as transcripts cannot 
adequately capture the contribution of paralinguistic cues in verbal commu-
nication.

Examples of multimodal corpora that go beyond words are, among others, 
the SmartKom Corpus (Schiel, Steininger and Türk 2002), the Augmented 
Multi-party Interaction Corpus (Carletta et al. 2005), and the HuComTech 
Corpus (Abuczki and Ghazaleh 2013). These corpora include annotations at a 
variety of levels, including speech transcription, dialogue acts, group activity, 
topics and subtopics, abstractive and extractive summaries, where participants 
focused their attention, emotions expressed by facial expressions, emotion and 
physical cues, prosody, speech, intonation, head and hand gestures, hand sha-
pes, movements, posture, and touches. Annotations such as these, in conjun-
ction with annotations for pitch and body movement, have also been used 
to contribute to the development of multimodal sentiment analysis, which 
is used to automatically detect the positive, negative or neutral expression of 
emotion in a variety of modalities, as opposed to only texts (Gandhi et al. 
2023).



Discovering and documenting brilliance 123

As part of the movement for multimodal analyses of communication, we 
take the approach that if we want to understand the motivations behind bril-
liant people or what generates brilliance more generally, focusing solely on 
their words is not sufficient, as we may miss aspects of their language that 
signal precisely those motivations we are looking for. In this article we propose 
a method we believe can enable the discovery of what underpins brilliance. 
In the following section, we describe our approach to creating an annotated 
multimodal corpus that can be used to study the mindsets of exceptional in-
dividuals.

4. Methodology for discovering brilliance

4.1. In-depth structured interviews

In-depth structured interviews were conducted with 76 high-achieving in-
dividuals via video conference, obtaining verbal permission to record both 
video and audio. Participants were asked to prepare a list of accomplishments 
and were prompted to choose one accomplishment on which to focus during 
the interview. Participants were led through a question-answer protocol over a 
period of roughly 60-90 minutes.

Following the structured interviews, interviewers provided participants 
with a visual schematic of key excerpts of their own speech that represent the 
mindset components that lead to brilliance (see Yeramyan and Jackson 2014 
for a description of the structured interview method and training). These 
excerpts are henceforth referred to as “genius excerpts.” As described in white 
papers by Yeramyan and Jackson (2014; 2015), approximately ten thousand 
genius excerpts extracted from interview transcripts and notes were classified 
by a team of linguists based on a lexical semantic analysis of the text. However, 
the identified classes did not account for everything the participants expressed 
during their interviews. The themes displayed in Table 1 are derived from 
subsequent efforts to complement the text-based analysis (explicit knowledge) 
with a holistic analysis of the interview experience (tacit knowledge), which 
resulted in a more refined thematic grouping. These seven major themes cha-
racterize the mindsets that underlie the brilliant accomplishments of high-a-
chieving individuals. 



124 Alexander Murzaku, Pontish Yeramyan, Curt Anderson et al.

possibility / creation / choice / freedom
purpose / contribution / world impact / legacy

extremeness / intensity / obsession / above and beyond
curiosity / discovery / learning / growing

at-stakeness1 / conviction / resolve / perseverance
joy / excitement / exhilaration / spirit

togetherness / relationship / connection / love
Table 1. Seven themes of brilliance (Gap International 2021).

As Braun, Goudbeek, and Krahmer (2020) point out, there are disparities 
between self- and other-annotation. They conclude that discrepancies betwe-
en authors’ intentions and readers’ perceptions might indicate a mismatch 
between the authors’ intended affect and the affect experience of others. To 
minimize this discrepancy, participants were prompted to classify their own 
genius excerpts according to these seven themes; they were able to select up to 
three of the seven themes for each genius excerpt.

4.2. Interview Annotation

4.2.1. Full interview annotation

The first phase of analysis focused on the theme of extremeness / inten-
sity / obsession / above and beyond. Four of the structured interviews were 
selected for an in-depth examination. One annotator watched the interviews 
in their entirety and selected sections where they noted the theme. A team 
of annotators then watched these sections and collectively identified the lin-
guistic and paralinguistic features indicating the presence of the theme. The 
team aligned on which features were most salient and categorized them into 
linguistic categories: lexical, phonetic, rhetorical, syntactic; and paralinguistic 
categories: eye gaze, facial expressions, body movement, and hand gestures. 
The EUDICO Linguistic Annotator (ELAN) video and audio annotation 
software (The Language Archive 2023) was selected for annotation, and a tier 
was created for each category. Throughout this annotation phase, there were 
between four and six annotators (as some annotators joined the project after 
the initial phase).

Once the feature tags were finalized, the annotators individually watched 
each interview in full and tagged the features in sections they identified as 
relevant to the theme of extremeness / intensity / obsession / above and 
beyond. All tags were applied at the word or phrase level. In addition to an-

1 Here “at-stakeness” is a neologism used to mean the condition of having something at stake.
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notating features of this theme, annotators also used a dedicated ELAN tier to 
flag sections where they perceived any of the other six themes of brilliance to 
be present in the interviewee’s speech, with the intent to use this information 
in the following phase of research. All practical instructions on implementing 
feature tags were documented for reference in a set of annotation guidelines.

For two lexical features of the theme, absolute and intensifier, automatic 
tagging was used to aid annotators as they navigated through the entire inter-
view. The team collectively composed a word list with relevant lexemes. For 
example, the list of absolutes included lexemes like any, all, every, each, always, 
never and the list of intensifiers included lexemes such as very, really, highly, 
so, super. The algorithm tagged any instance of the lexemes, which produced 
considerable noise. For this reason, the automatically identified tags were not 
incorporated directly into the data set, but instead used as a tool to direct 
the annotator’s attention to relevant tokens. The automatic tagging flagged all 
instances of the lexemes on a dedicated tier in ELAN, and the annotator tag-
ged only relevant tokens on the lexical tier. For instance, an annotator would 
ignore an instance of so as a conjunction (e.g. so I left) but tag an instance of so 
as an intensifier (e.g. so determined).

In the first phase of annotation, the paralinguistic features were tagged 
both manually and automatically. A video analysis software tool based on 
open-source libraries was created to automatically detect and tag visible facial 
expressions, emotions, eye gaze, and body movements (e.g. furrowed brow, 
surprise, anger, happiness, widen eyes, lean in, lean out, etc.). As visual analysis 
software uses frame-by-frame analysis (24 frames per second), it was decided 
to record only the dominant tag during the pronunciation of a word segment 
(e.g., if the enunciation of a word took 0.5 seconds, among the 12 tags ge-
nerated for the 12 frames, only the most frequent tag would be reported for 
that time interval). Still, there was a significant overproduction of tags which 
caused more noise than signal for the purpose of this research. A persistent 
issue with automatic annotation was a high error rate (e.g., the software would 
interpret the V-shape of certain glasses as a furrowed brow and therefore tag it 
as angry). For this reason, although automatic annotations of visual cues were 
produced for all videos, they were not included in the final analysis.

4.2.2. Full interview annotation review

After the initial annotation, each structured interview was reviewed by 
another annotator. The reviewer watched the interview in full, checking all 
annotations as well as unannotated sections. The reviewer made notes in a 
separate review tier about any proposed changes and flagged newly added an-
notations.
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The reviewer and annotator then met to discuss disagreements or new an-
notations made by the reviewer and align on the final annotations. Any ca-
ses for which the reviewer and annotator could not reach an agreement were 
brought to the whole annotation team for a final decision. In addition to 
the changes agreed upon by the reviewer and annotator, there was a list of 
sanctioned changes and additions which the reviewer could make without 
consulting the annotator. Sanctioned changes and additions included those 
made to reflect updates to annotation guidelines or new annotations on the 
phonetic tier.

4.2.3. Partial interview annotation

A second approach was taken for analysis of the remaining six themes, 
using portions of each of the 76 structured interviews rather than analyzing 
the entire interviews. A research cycle was designed to study one theme of 
brilliance at a time, as follows.

The team began with preliminary analysis to determine the linguistic fea-
tures of the theme at hand using the genius excerpts, as classified by the parti-
cipants. For this analysis, annotators used a sample of ten genius excerpts from 
each participant’s interview to identify the linguistic features for the given 
theme. The team aligned on which features were most salient and categori-
zed them into linguistic categories: lexical, phonetic, rhetorical, semantic and 
syntactic. The paralinguistic categories from the extremeness / intensity / 
obsession / above and beyond theme were carried over to this analysis: eye 
gaze, facial expressions, body movement, and hand gestures. For each theme 
of brilliance, all feature tags were defined and documented in annotation gui-
delines for reference during annotation.

Once the feature tag set was defined, a preliminary annotation phase was 
carried out with a subset of the structured interviews to evaluate the relevan-
ce of the tags and to note considerations in implementation. Each annota-
tor completed annotation of one randomly chosen interview, annotating 3-4 
sections using each of three annotation passes (as described below). In an ali-
gnment meeting, annotators proposed changes to the feature tags, which were 
agreed upon by the whole team and documented in the annotation guidelines. 
After the feature tag sets were finalized, the team annotated all participant 
interviews using ELAN, meeting daily to resolve issues or disagreements on 
their use. Between six and ten annotators completed annotations for a given 
theme of brilliance.

Portions of each interview were selected by conducting three annotation 
passes for each interview. The first pass used each participant’s genius excerpts 
for each theme, according to their thematic classification. The genius excerpts 
were located in the interviews using a matching algorithm; the team annota-
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ted features in these sections and in the utterances immediately preceding and 
following. The second pass consisted of iterating through sections that had 
been previously flagged as corresponding to one of the six themes of brilliance, 
identified during the annotation of extremeness / intensity / obsession / 
above and beyond described above.

The third pass focused on lexemes that were tagged automatically using a 
matching algorithm. The annotation team created lexical sets composed of 
lexemes that are semantically similar to the themes of brilliance. For example, 
the possibility / creation / freedom / choice theme’s lexical set included 
words like opportunity, innovation, potential, invent. These lexical sets were 
selected by the annotators based on review of the genius excerpts and word 
embedding techniques based on language generators. The first iteration of this 
matching algorithm used lemmas to detect multiple forms of a lexeme (e.g., 
believe, believed, believing). It was noted that the algorithm was missing target 
lexemes that were subsequently found by the annotator. A stemming approa-
ch eventually replaced the lemmatization approach to capture more lexemes, 
which yielded a more effective set of automatically tagged lexemes. Annotators 
then checked tagged lexemes and the surrounding utterances for the presence 
of the brilliance theme at hand.

Some features were identified across themes, and therefore their correspon-
ding tags were carried over from annotation of one theme to the next. Two 
such features were the use of absolutes and intensifiers. The automatic tagging 
of absolutes and intensifiers, as described above for analysis of the extreme-
ness / intensity / obsession / above and beyond theme, was also available 
as an ELAN tier to annotators to reference in all three annotation passes.

The three passes were effective in directing annotators’ attention to sections 
of the interview relevant to the theme being studied. Taken together, the passes 
ensured that the selected portions were indeed relevant. Each annotation pass 
did at times direct annotators to sections that were already viewed in another 
pass; however, each pass also identified additional sections to annotate.

4.2.4. Partial interview annotation review

Each annotated interview was reviewed by another member of the annota-
tion team. The reviewer checked all annotations and labeled their agreement 
for each annotation on a separate agreement tier using binary documentation: 
1 for agreement and 0 for disagreement. The reviewer could also input addi-
tional annotations to the annotated sections.

The reviewer and annotator then met to discuss disagreements or new an-
notations made by the reviewer and align on the final annotations. Any ca-
ses for which the reviewer and annotator could not reach an agreement were 
brought to the whole annotation team for a final decision. In addition to the 
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changes agreed upon by the reviewer and annotator, there was a list of sanctio-
ned changes and additions which the reviewer could make without consulting 
the annotator. Sanctioned changes included: those made to reflect updates 
to annotation guidelines or new annotations of tags that were well-defined 
and less subject to annotator judgement (e.g. phonetic features). In rare cases, 
newly defined feature tags that were straightforward in their use (e.g. que-
stions) were also included as a sanctioned change. Any changes made, both 
new annotations and revisions to existing annotations, were counted and mar-
ked on a separate change tier.

Figure 1 lays out the major steps of the annotation process as conducted for 
the partial interview approach.

Figure 1: Visualization of the file preparation and annotation process, starting with the structured interview and ending with an 
annotated ELAN file.

4.2.5. Partial interview annotation inter-rater reliability

To measure the consistency and reliability of the subjective annotation sy-
stem, the team used an inter-rater reliability metric that tests whether the an-
notator and reviewer’s judgments were the same at a rate significantly higher 
than one would expect due to chance. It is commonly used in place of percent 
agreement as a way of evaluating the agreement rate while considering the 
occurrence of chance agreements.

The metric, Cohen’s κ (kappa), uses the relative observed agreement among 
raters, and the hypothetical probability of chance agreement to evaluate the 
agreement rate in relation to the possibility of chance agreements (Cohen 
1960). Table 2 shows the κ scores and the agreement rate between the annota-
tors and the reviewers for each theme.



Discovering and documenting brilliance 129

Brilliance theme Cohen’s κ Agreement
possibility / creation / choice / freedom 0.478 95.8%
purpose / contribution / world impact / legacy 0.456 91.9%
curiosity / discovery / learning / growing 0.488 97.8%
at-stakeness / conviction / resolve / perseverance 0.439 89.2%
joy / excitement / exhilaration / spirit 0.463 93.2%
togetherness / relationship / connection / love 0.450 91%

Table 2: Kappa statistic and agreement rate by brilliance theme.

According to the guidelines set forth by Landis and Koch (1977), all of the 
κ statistics are within the Moderate Agreement range (0.4 to 0.6). This indica-
tes that while there were disagreements about the subjective annotations, the 
reviewer and the annotator had identical judgments at a rate significantly hi-
gher than one would expect from chance. This suggests a relatively high degree 
of alignment among annotators regarding feature tags and their use.

4.2.6. Interview annotation summary

In summary, two distinct annotation processes were used; one in which 
the entire interview was viewed, and one in which only selected portions of 
the interview were viewed. In the first approach, all sections of the interview 
identified as relevant to the theme were annotated according to the annotator’s 
discretion. In the second approach, the annotators used a more systematic 
approach to identify sections relevant to the theme, incorporating participant 
input to do so. The second approach allowed the annotation team to annotate 
the remaining themes in one sixth of the time that was required for the first 
approach, while the first provided annotators with a comprehensive view of 
the interview data. Future investigations may adopt the full interview annota-
tion method for other themes in order to draw a direct comparison between 
annotation approaches and more fully evaluate the merits of each.

4.2.5 Acoustic dimension of annotations

Speech offers a natural and complex way to convey information about our 
emotional and mental state. In conversational or spontaneous speech, such 
information is often expressed unintentionally, yet small acoustic changes can 
create large perceptual effects heard by the listener. Many studies have been 
conducted to determine which acoustic correlates are significant in the study 
of emotional speech (Weninger et al. 2013; Kamiloğlu, Fischer, and Sauter 
2020; Kacur et al. 2021). Similarly, acoustic correlates have been identified for 
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diagnosing various health conditions (Roark et al. 2011; Meilán et al. 2014; 
Rektorova et al. 2016; Sara et al. 2020). While there have been attempts to 
examine the acoustic correlates of complex expressions like charisma (Hirsch-
berg and Rosenberg 2005), leadership (Weninger et al. 2012), and coopera-
tion (Tognetti et al. 2020), little has been done to study the acoustic correlates 
of brilliance. In the present multimodal study, we aim to identify acoustic cor-
relates of each brilliance theme by extracting acoustic features used in the pre-
viously mentioned studies. We hypothesize that acoustic patterns map onto 
clusters which can classify a particular brilliance theme.

Transcripts for each interview were obtained using the default Automatic 
Speech Recognition output in Video Text Tracks (VTT) (World Wide Web 
Consortium 2019) format, and later were improved using WhisperX (Bain et 
al., 2023) and underwent automatic text-to-speech alignment via Montreal 
Forced Aligner (MFA) (McAuliffe et al. 2017) using an American English 
pronunciation dictionary. Automatic alignment offers sufficiently accurate 
parsing of speech and pause regions for use in speech-based measures (Yuan 
et al. 2023). Output alignments resulted in 52 TextGrids with word-level 
and phone-level alignments for 76 speakers2. TextGrids with word-level ali-
gnments were imported into ELAN to reference during manual annotation. 
Speech disfluencies in conversational speech (i.e. hesitations, interruptions, 
filled pauses) and low recording quality created some misalignment between 
text and audio. However, these were manually corrected during annotation. 
Similarly, mistranscribed words were manually changed to the correct word 
in accordance with the audio; these corrected transcripts were imported from 
the annotation of one theme to the next. A separate ‘Pause Tier’ was manually 
generated in ELAN from empty intervals on the word-tier to ensure perceived 
pauses were annotated with time (ms) accuracy. Pause regions were defined as 
intervals where no acoustic signal was detected by MFA.

Our proposed method of annotation is based on existing research on emo-
tions and voice, in which both acoustic features and listeners’ perception is 
measured (Kamiloğlu, Fischer, and Sauter 2020; Dai, Fell, and MacAuslan 
2009; Erickson et al. 2016; Kacur et al. 2021). Prior to extracting acoustic 
features, the data was manually annotated in ELAN for perceptual effects of 
acoustics in a “Phonetic Tier”. These perceptual tags3 were simply defined as: 
pitch change, emphatic stress, rhythm, and pause. Perceptual annotation of the 
data offered an indication if the brilliance theme in question was acoustically 
perceived by the annotator or not. Thus, tag labels were not meant to have a 

2 The difference in number of TextGrid files and number of speakers is due to multiple speakers per 
interview. Each TextGrid file corresponds to one interview, some containing multiple speakers.
3 Perceptual tags for acoustics were the same for all themes except for extremeness / intensity / 
obsession / above and beyond, as this was the first theme annotated. Therefore tags for extremeness 
/ intensity / obsession / above and beyond were simplified to the current tags.
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one-to-one relationship with the acoustic feature extracted for that region, but 
rather an indication that the given brilliance theme was phonetically marked 
compared to the surrounding speech.

Our approach to acoustic feature extraction includes features reported in 
the literature as relevant in emotional speech detection and speech used to de-
tect health conditions. Acoustic features across four domains will be extracted 
in Praat (Boersma and Weenink 2024), namely (i) pitch, (ii) voice quality, (iii) 
intensity, and (iv) rate (temporal measures) (Tab. 3). Multiple acoustic mea-
sures across these domains have proven best for classification results (Kacur 
et al. 2021; Kamiloğlu, Fischer, and Sauter 2020). The table in Appendix III 
shows all acoustic features to be extracted (fundamental frequency, formant fre-
quencies, harmonics to noise ratio, intensity and amplitude, shimmer, speech rate, 
articulation rate, and pauses) and their corresponding tags, perceptual correla-
tes, and definitions. Praat scripts for extracting acoustic features were adapted 
for the data to iterate on a by-speaker basis and parameters were adjusted to 
account for variables shown affect acoustics (i.e. gender). These scripts were 
run on small batches of the Genius Excerpts to see preliminary acoustic trends 
and adjust script parameters. These scripts iterate over voiced regions of spee-
ch unless the acoustic feature specifically calls for unvoiced regions.

5. From qualitative to quantitative annotation analysis: a preliminary 
sample

After the annotation process, certain linguistic and paralinguistic features 
were observed to appear more prominently in some themes over others. The 
annotation process itself offered ongoing qualitative insights into the moti-
vations and emotional triggers that generate brilliance, such as what features 
should we look for and how should they be tagged. That very process crea-
ted the basis for a hypothesis. Based on those hypotheses, we proceeded with 
a quantitative analysis of the generated annotations. Below is a preliminary 
analysis of two quantitative features, one from the lexical domain and one 
from the acoustic domain.
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Figure 2: Absolute lexical tag proportion by theme.

Brilliance theme

Proportion of 
absolute tags 

to Lexical tags
Total 

absolute tags
possibility / creation / choice / freedom 0.124 383
purpose / contribution / world impact / legacy 0.099 348
extremeness / intensity / obsession / above and 
beyond

0.238 5619

curiosity / discovery / learning / growing 0.091 343
at-stakeness / conviction / resolve / perseverance 0.160 442
joy / excitement /exhilaration / spirit 0.084 167
togetherness / relationship / connection / love 0.129 381

Weighted mean proportion for all themes 0.206 7683

Table 3: absolute lexical tags as a proportion of all lexical tags, organized by brilliance theme.

Table 3 shows the number of absolute as a proportion of the total lexical 
tags for each theme. The absolute tag was used to indicate the presence of lexe-
mes that indicated an all or nothing meaning (e.g. always, every time, never, 
total). The hypothesis that absolutes were a more salient feature of the extre-
meness / intensity / obsession / above and beyond theme than the other 
themes was tested using a one-sample proportion test.

The test measured whether there was a statistically significant differen-
ce between the proportion of absolute to all lexical tags in the extremeness 
/ intensity / obsession / above and beyond theme (0.238) than for the 
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overall weighted mean proportion of absolute to all lexical tags (0.206). The 
one-sample proportion test revealed that the higher-than-average proportion 
of absolute for the extremeness / intensity / obsession / above and beyond 
theme was significant χ² = 141.1, p < 0.0001. This indicates that in sections 
where the extremeness / intensity / obsession / above and beyond theme 
was noted by annotators, the interviewees were more likely to use absolutes 
in their speech, suggesting that the use of absolutes is an indicative feature of 
the expression of extremeness / intensity / obsession / above and beyond.

Figure 3: emphatic stress tag proportion by theme.

Brilliance theme

Proportion of 
emphatic stress 

tags to Phonetic 
tags

Total emphatic 
stress tags

possibility / creation / choice / freedom 0.552 841
purpose / contribution / world impact / legacy 0.378 370
extremeness / intensity / obsession / above and 
beyond 0.408 5350

curiosity / discovery / learning / growing 0.402 373
at-stakeness / conviction / resolve / perseverance 0.619 897
joy / excitement /exhilaration / spirit 0.494 301

togetherness / relationship / connection / love 0.383 319

Weighted mean proportion for all themes 0.445 8451

Table 4: emphatic stress tags as a proportion of all Phonetic tags, organized by brilliance theme.

The emphatic stress tag was used when the annotator perceived word-level 
stress used to express the theme, beyond the normal lexical stress. Table 4 
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shows the emphatic stress tags as a proportion of the total Phonetic tags for 
each theme.

The emphatic stress tag was prevalent throughout the seven themes. Analy-
sis showed it to be most prominent in sections noted for the at-stakeness / 
conviction / resolve / perseverance theme. A one-sample proportion test 
was performed to determine if there was a statistically significant difference 
between the proportion of emphatic stress in the at-stakeness / conviction 
/ resolve / perseverance theme (0.619) and the overall weighted mean pro-
portion of emphatic stress tags (0.445). The one-sample proportion test indica-
ted that there is a statistically significant difference, χ² = 176.27, p < 0.0001. 
The results of this test show that the difference from the average proportion 
of emphatic stress across all themes is statistically significant. This suggests that 
emphatic stress was more likely to appear in sections where the at-stakeness / 
conviction / resolve / perseverance theme was noted, as compared to the 
other themes.

6. Conclusions and future work

The examination of what causes human brilliance is an area of inquiry whi-
ch needs methodologies that are not only useful for explicit forms of know-
ledge, but can also adequately capture tacit knowledge. The implementation 
of a multimodal annotation approach for the analysis of structured interviews 
with individuals sharing their brilliance has revealed the complex interaction 
of cognitive factors that underpin exceptional accomplishments. The diversity 
of these factors requires the expansion of traditional analytical frameworks to 
embrace the different data types generated in conversation, such as textual 
transcripts and acoustic and visual data. In defining the methodology pro-
posed here, every effort was made to minimize annotators’ perception biases 
and to maximize the participants’ intention through linguistic and behavioral 
analysis of the interviewee.

The data generated by this annotation process enables a systematic un-
covering of patterns related to mindset and attitudes, while maximizing the 
codification of tacit knowledge within narrative accounts of brilliance. By em-
ploying quantitative measures of the cooccurrence of themes of brilliance with 
factors such as acoustic features, contextually relevant gestures, and semantic 
clusters, a more structured examination of the attributes associated with bril-
liance is made possible.

Future explorations into the domain of brilliance may benefit significantly 
from the incorporation of artificial intelligence (AI) and the automation of 
analytical processes. AI’s capabilities in managing extensive datasets and iden-
tifying complex patterns could greatly augment the depth and efficiency of 
analysis. Automating elements of the annotation process, including emotional 
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tone assessment, thematic tagging through natural language processing, and 
pattern identification, could streamline research methodologies, allowing for 
a focus on more interpretive aspects of analysis.

The increased attention to the role of multimodal interaction with Large 
Language Models enables the development of annotation tools specifically de-
signed for multimodal data, aiming to improve both the precision and user 
experience for researchers. We are also considering the integration of machine 
learning algorithms to refine pattern detection capabilities and to enhance 
the predictability of traits associated with brilliance based on annotated in-
terviews. Automation combined with careful human fine-tuning will enable 
longitudinal research studies to capture the developmental trajectory of bril-
liance, providing insight into its dynamism and adaptability. Future research 
directions also include expanding and balancing the participant pool across 
various disciplines, cultural backgrounds, and personal histories to ensure a 
more inclusive representation of brilliance.

In summary, the scholarly pursuit of understanding human brilliance ne-
cessitates an ongoing commitment to methodological innovation and interdi-
sciplinary exploration. The multimodal annotation method proposed within 
this study offers a foundational approach for dissecting the intricate web of 
brilliance. With the prospective integration of AI and automation, research 
into human potential is poised for advancements that promise richer insights 
and more nuanced understandings of how brilliance manifests and could be 
cultivated across human activity.
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Appendix I

Tags and tiers for extremeness / intensity / obsession / above and 
beyond brilliance theme
extremeness / intensity / obsession / above and beyond
Tier Tags

Pragmatic semantic
syntactic

Rhetoric

lexical repetition
syntactic repetition
contrast
personification
escalation
negation
minimizing
figurative
expanding
enumeration
semantic doubling
opposition
certainty
hyperbole
pronoun shift
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Word Choice

emotional charge
absolute
intensifier
pragmatic
modal verb
number
interjection

Hands

one hand spatial
two hands spatial
one hand word reinforcer
two hands word reinforcer

Eye Gaze

up right
up center
up left
down right
down center
down left
focused gaze
closed

Body

lean in
lean out
shoulder movement
fix posture
head nod affirmative
head nod negative

Face

tense
surprise
anger
happiness
sad
fear
disgust
smile
narrow eyes
widen eyes

Phonetic

stress
breathy
lower pitch
raise pitch
lower volume
raise volume
lengthening

7. Appendix II

The following table lists tags and tiers for the following brilliance themes:
• joy / excitement / exhilaration / spirit
• possibility / creation / choice / freedom
• curiosity / discovery / learning / growing
• at-stakeness / conviction / resolve / perseverance
• togetherness / relationship / connection / love
• purpose / contribution / world impact / legacy
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Tags specific to certain themes are listed below the dashed line.

joy
excitement
exhilaration
spirit

possibility
creation
choice
freedom

curiosity
discovery
learning
growing

at-stakeness
conviction
resolve
perseverance

togetherness
relationship
connection
love

purpose
contribution
world impact
legacy

Tier Tags
Semantic 
and 
Thematic

pragmatic universal embodied
magnitude
joy from others
for others
success
gratitude
experiential

magnitude
openness
agency
modal verb

magnitude
joy from others
for others
success
gratitude
experiential

modal verb
agency
negative 
motivation

empathy
interdependence
environment
mutual benefit

for others
greater good
commoditization
knowing thyself
values
metaphysical

Rhetoric figurative
negation lexical repetition syntactic repetition
semantic 
repetition

contrast
uncertainty

contrast
semantic 
repetition

certainty contrast
semantic 
repetition

contrast
semantic 
repetition

Eye Gaze up right
up left
up center
down right
down left
down center
focused gaze
closed

Hands one hand spatial
two hands spatial
one hand word reinforcer
two hands word reinforcer

Body lean in
lean out
shoulder movement
fix posture
head affirmative
head negative

Face tense
smile
narrow eyes
widen eyes

Phonetic Pause
emphatic stress
pitch change
rhythm
laughter Laughter

Syntactic Conditional
reflexive question continuation

question
reflexive

continuation
causative

causative
comparative
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Lexical

Absolute
Intensifier
emotional charge
brilliance theme lexeme
spatio-
temporal
perception
metaphysical
agentive verb
modal verb

spatio-
temporal
perception

spatio-
temporal
perception
metaphysical
agentive verb
modal verb

spatio-
temporal
motion verb

agentive verb
modal verb

spatio-
temporal
agentive verb
modal verb
magnitude 
scope

8. Appendix III

Acoustic features and their corresponding perceptual tag (used in annotation), 
perceptual correlate, and definition.
Acoustic Feature Tag(s) Perceptual Correlate Definition
F0 (fundamental 
frequency)

pitch change, emphatic 
stress

Pitch Lowest periodic cycle of the acoustic 
signal

Jitter pitch change Pitch irregularity Frequency instability of F0

F1, F2, F3 (formant 
frequencies)

pitch change Voice quality Concentration of acoustic energy 
around first, second, and third 
formants

HNR (harmonics to 
noise ratio)

pitch change Voice quality Mean ratio of quasi-periodic to non-
periodic signals across time segments

Intensity and 
amplitude

emphatic stress Loudness Measures of energy in the acoustic 
signal

Shimmer pitch change Loudness irregularity Amplitude instability of F0

Speech rate rhythm Speed of speech Number of complete elements (i.e. 
words / phonemes / syllables) per 
time unit

Articulation rate rhythm Speed of speech Number of complete elements (i.e. 
words / phonemes / syllables), per 
time unit, excluding pauses

Pauses pause Speed of speech Interval of silence between linguistic 
units
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